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What is cloud microphysics?

APPLICATION SCALABILITY AND PERFORMANCE (ASAP) GROUP

(Morrison et al., 2020)

“…small‐scale (from sub‐micron to cm) 
processes driving the formation and 
evolution of cloud and precipitation 
particles…”



Code review of cloud microphysics scheme: PUMAS
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PUMAS Github Repo: https://github.com/ESCOMP/PUMAS
CAM Github Repo: https://github.com/PUMASDevelopment/CAM

❖ PUMAS:
• micro_mg3_0.F90: 3782 lines, 3 subroutines/functions
• micro_pumas_utils.F90: 3151 lines, 55 subroutines/functions

❖ CAM:
• wv_sat_methods.F90: 767 lines, 32 subroutines/functions
• wv_saturation.F90: 1350 lines, 30 subroutines/functions
• 27 additional CAM codes related to wv_* F90

(Milroy et al., 2019)

We need to change ~0.6% of CESM codes

PUMAS takes about ~5% of 
computational time of CAM

https://github.com/ESCOMP/PUMAS
https://github.com/PUMASDevelopment/CAM


Offload to GPU
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❖ Start from the existing efforts on MG2 porting

❖ Use OpenACC to port CPU codes to GPU

• Directives-based parallel programming model � Single source code ✓

• Convert CPU codes to GPU codes by adding pragmas (Readability ✓)

• Users can explicitly manage the compute kernels, data movement, etc

❖ PUMAS:
• micro_mg3_0.F90: 3782 lines � 4098 lines 
• micro_pumas_utils.F90: 3151 lines � 3535 lines 

❖ CAM:
• wv_sat_methods.F90: 767 lines � 870 lines 
• wv_saturation.F90: 1350 lines � 1484 lines 



Preliminary result: Correctness
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❖ Does the GPU version of PUMAS/CAM codes return the bit-for-bit results compared with the 
CPU version of codes?

� If yes, that is great!

� If no, we need to ask ourselves “Is this difference expected?”

• If yes, run a validation test (e.g., ECT, AMWG diagnostics package, etc)

• If no, it could be something we do not understand fully (likely) or a code bug (more likely)

❖ Always check the correctness before looking at the performance.



Preliminary result: Performance
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❖ Test configurations:

� Compset: F2000climo

� Resolution: f19 (96 nlat x 144 nlon = 13,824 columns, 32 layers)

� Simulation length: 9 time steps

� Machine: Casper, Cheyenne

� Resource: 1 node with 36 CPU cores, 1 V100 GPUs

� PCOLS: 16 to 384 � different data sizes on GPU

� MPI tasks: 1 to 36

❖We focus on the computational time of MG tendency subroutine



1 Node: 1 GPU vs. 36 CPU cores
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Case wallmax time for MG3 per time 
step per rank (unit: second)

1 Cheyenne node (36 MPI ranks, PCOLS=16, Intel/19.0.5) 0.120
1 Casper node w/o GPU (36 MPI ranks, PCOLS=16, Intel/19.0.5) 0.087
1 Casper node w/o GPU (36 MPI ranks, PCOLS=16, PGI/20.4) 0.229

1 Casper node w/o GPU (36 MPI ranks, PCOLS=384, PGI/20.4) 0.213
1 Casper node w/ 1 GPU (36 MPI ranks, PCOLS=384, PGI/20.4) 0.133

 



1 GPU + each MPI rank has only 1 chunk
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Faster than one Cheyenne node



Summary
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❖What is next?
� Do the profiling and look for further optimizations

• Data movement

• Kernel optimization

� Collaborate with more people to (1) resolve issues and (2) improve functionalities

❖What we has done/learned:
� Offload the cloud microphysics scheme (i.e., PUMAS) in CAM to GPU

� Check the correctness through ensemble consistency test (ECT)

� Evaluate/compare the performance on CPU and GPU

� Even one GPU per node is showing promising results
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